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ABSTRACT

Objective – The objective of this study is to test direction of causality between components of public expenditure and economic growth in India.

Methodology/Technique – The paper uses annual data for the period 1980-2015. To measure public expenditure, plan expenditure and non-plan expenditure are used. The econometric methodology employed is Vector Auto regression (VAR) model.

Findings – First, the stationary properties of the data were tested using Augmented Dickey-Fuller (ADF) test, Dickey-Fuller (DF) test, and the Phillip-Perron (PP) test and found that variables were non-stationary in level, but stationary in first differences. Then, Johansen- Jueslius cointegration test was employed to test the long-run association among the variables and results suggest an absence of any long-run association between plan expenditure and non-plan expenditure and economic growth in India. The Granger Causality test suggests there is unidirectional causality running from economic growth and non-plan expenditure and plan expenditure and non-plan expenditure and absence of causality public expenditure and economic growth.

Novelty – The results of the Forecast Error Variance Decompositions test indicated that innovations in the variables are mostly explained by their own shocks. The impulse responses of the economic growth, plan expenditure and non-plan expenditure with respect to identified shocks are consistent with the results of Variance Decomposition Analysis.
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1. Introduction

Fiscal policy is the key ingredient for the growth of any economy. The prime objective of fiscal policy is to accelerate economic growth through the mechanism of revenue and expenditure in a country.
According to the World Bank “Public or government expenditure is the expenditure of public authority - central, state and local governments.” This spending is made to protect the people and to improve their well-being through productive activities. Economic growth can be stated as the increase in the amount of the goods and services produced by an economy over time. It is conventionally measured as the percentage increase in real GDP. The change in value of goods and services produced in an economy is the mirror of economic growth in that economy.

In this paper, the relationship between plan expenditure, non-plan expenditure and economic growth in India is discussed. A five-year plan model has been the main pillar of the development strategy in the Indian Economy. Twelve five-year plans were designed from 1951-2017 to implement developmental strategies. Thus, expenditure during planning period may have a positive and significant contribution in economic growth hence it is important to discuss the relationship between public expenditure and economic growth.

Plan Expenditure can be explained as part of budgetary expenditure which is meant for finance the schemes and programs framed under annual and five years plan and financed by the government on the recommendations of the planning commission. Plan expenditure occurs mainly in the creation of assets. The expenditure related to new projects and programs becomes plan expenditure during the period of a five-year plan. Major heads of the plan expenditure may vary in each five-year plan which depends upon the objectives of that respective plan. Agriculture and Allied Activities, Rural Development, Irrigation and Flood Control, Energy, Industry and Minerals etc. are some heads of plan expenditure in India.

Non-plan Expenditure includes that expenditure which is recommended by the finance commission when it makes recommendations regarding allocation of resources from the Central Government to the States. It is a committed expenditure on maintaining the assets created in previous plans and on the recurring parts of plan expenditure on different programs or schemes. Interest Payments and Debt Servicing, Defense, Subsidies, Assistance to States from National Calamity Contingency Fund/National Disaster Response Fund (NDRF), General Elections, Postal Deficit, reimbursement of losses to Railways on operating Strategic Railway Lines, Subsidy to Railways towards dividend reliefs and other concessions etc. are some major heads of Non-plan Expenditure in India. Interest payments, defense expenditures, subsidies and general services, together form more than 90% of Non-plan Expenditures.

To study the relationship between classified/disaggregated public expenditure and economic growth is more desirable because it suggests targeted policy decisions. The classification of government expenditure is important for policy formulation and decision-making on allocation of financial resources, monitoring of performance of various government programs and activities, establishment of accountability for budgetary commitments, and in the analysis of overall economic impact of government policies. And each classification of government expenditure is closely related to the objectives of the government economic growth, financial control, price stability etc.

The major objective of this study is to examine the direction of the causality between government plan and non-plan expenditure and economic growth in India. The answer to the question of whether increasing government expenditures are the cause of economic growth or economic growth is the cause of increasing government expenditures is particularly important for India where the public sector has a relatively large share of the economy’s resources during the planning period.

2. Review of Existing Literature

In theoretical literature, there are 2 opposing approaches on the relationship between government expenditure and economic growth which has been the subject of great interest of economists for empirical testing. The first approach is Wagner’s hypothesis which states that public expenditure is an endogenous variable or an outcome and function of GDP. On the contrary, Keynesian view states public expenditure is an exogenous variable that effects the level of GDP in an economy and can also be used as a policy instrument.
Consequently, he believes that the causality of the relationship between public expenditure and economic growth runs from expenditure to growth.

To study the empirical relationship between economic growth and government expenditure, researchers took great interest in both developed and developing economies. Among the earlier empirical analysis, assuming stationary data, research carried out by Musgrave (1969), Michas (1975), Mann (1980), Ram (1986, 1987) concludes in favor of Wagner’s hypothesis. In the case of developing economies, studies by Gandhi (1971) and Ram (1987) do not support Wagner’s Law. However, because of the serious shortcomings of these studies, modern techniques have been developed and the use of new techniques has produced mixed results. Barro (1990) concludes that public expenditure on investment and on productive activities is supposed to affect economic growth positively, but government consumption expenditure is anticipated to be growth retarding.

Donald and Shuanglin (1993) investigate the impact of a disaggregated form of public expenditure on economic growth for 58 sampled economies and conclude that expenditure on defense and education has a positive effect on economic growth but a negative and insignificant effect on welfare. In Pakistan’s economy, Jamshed, Iqbal and Siddiqi (2010) examine the nature and the direction of causality between public expenditure and national income alongside various selected components of public expenditure, development expenditures, administration expenditures, debt services, defense services, applying the Toda-Yamamoto causality test for annual data within the period of 1971-2006. The study concludes that there is a unidirectional causality running from GDP to government expenditure, which supports Wagner’s Law.

At a disaggregated level, results show that GDP only causes administrative expenditure while no causality was found on development expenditures, debt servicing and defense expenditures. Akpan (2005) and Loto (2011) studied the link between public expenditure and economic growth and reveal that economic growth and most components of government expenditure are not significantly linked in Nigeria. Komain and Brahmasrene (2007) investigate the relationship between these 2 variables in Thailand, using the Granger causality test and acknowledged the existence of unidirectional causality which runs from government expenditures to growth and found significant and positive effect of public expenditure on growth. Liu et. al. (2008) studied the nature of the relationship between public expenditure and GDP for the US economy during the period 1947-2002.

The econometric results indicate that public expenditure increases economic growth. Judging from the causality test, the study concludes that Keynesian’s hypothesis has more influence than Wagner’s law in the US. Abizadeh and Yousefi (1998) use South Korean data to test Wagner's law. They first conduct Granger type causality tests, and then estimate a growth equation and a government expenditure growth equation by using annual data for the period of 1961-1992. They exclude government expenditures from the GDP to obtain the private sector GDP and use this in their tests. After comparing the results from the estimations, the authors conclude that government expenditures did not contributed to economic growth in Korea.

Homnath Gaire (2013) examines the relevance of Keynesian postulates in the Nepalese context for the period 1975-2012 using annual time series data. The empirical result from the Johansen co-integration tests clearly show that there is long-run equilibrium relationship between government expenditure and real GDP, private consumption and gross fixed capital formation. The Granger causality test also confirms that there is a bilateral causal relationship between government expenditure and gross fixed capital formation in Nepal. However, no causal relationship is observed between government expenditure and real GDP and private consumption. observed, that is, from national income growth to government expenditure growth.

Thus, Islam (2001) uses annual data for the period 1929-1996 to examine the Wagner’s hypothesis for the US. That study found that the relative size of government expenditure and real Gross National Product per capita are cointegrated by using the Johansen-Juselius cointegration approach. Moreover, Wagner’s hypothesis is strongly supported by the results of Engle-Granger (1987) in error correction approach.
However, there are few of such studies in the context of the Indian Economy and the findings of these studies are conflicting and contradict each other. Verma and Arora (2010) and Ray and Ray (2012) also confirm the absence of any immediate impact of increasing GDP and the size of government expenditure in India as well as the presence of causality between economic growth and government expenditure which neither supports Wagner’s law nor Keynesian’s approach In India. On the contrary, Sakthivel and Yadav (2005) and Sayed (2012) identified the existence of bi-directional causality between these two. Acharya (2012) studied the empirical validity of Wagner law in SAARC countries during 1995-2008 and concluded that Wagner’s law is applicable to India, Bhutan, Nepal, Pakistan and Sri Lanka but not to Bangladesh.

3. Data and Methodology

This paper covers a period of 35 years from 1980-2015. The analysis is based on secondary data. To measure economic growth, log of real GDP (LRGDP) is used. To measure public expenditure at a disaggregated level, log of real plan expenditure (LRPE) and log of real non-plan expenditure (LRNPE) are used. During the study period (1980-2015) we had different base years, so to avoid misleading and spurious results, all data has been rebased to current base year 2011-12. The main sources of secondary data are budget documents of the central government and Indian Public Finance Statistics.

To examine the direction of causality between components of government expenditure and economic growth, this paper has employed the Vector Autoregression (VAR) methodology and this econometric test is preceded with the stationarity and cointegration test on the variables employed in the study.

3.1 Unit Root Test

The start point in the causality test is to determine the order of integration of each variable. It is well known that when dealing with time series data, stationarity tests are used to avoid the problem of spurious regression (Engle & Granger, 1987). A Unit Root test is conducted to test the stationarity of the variables. This is done by 3 main tests of stationarity using Augmented Dickey–Fuller test (ADF test), Dickey Fuller Test (DF test) and Phillip Perron Test (PP test). All 3 tests are carried out to test stationarity without trend but with intercept and with trend and intercept both. The unit root test has estimated by using following regressions:

\[
\Delta Y_t = \beta + \delta Y_{t-1} + \alpha_t \sum_{i=0}^{m} \Delta Y_{t-1} + \epsilon_t
\]  

\[
\Delta Y_t = \beta + \beta_T T + \delta Y_{t-1} + \alpha_t \sum_{i=0}^{m} \Delta Y_{t-1} + \epsilon_t
\]

Where \( \epsilon_t \) is pure white noise error term, \( m \) is lag, \( \beta \) is constant and where \( \Delta Y_{t-1} = (Y_{t-1} - Y_{t-2}) \), \( \Delta Y_{t-2} = (Y_{t-2} - Y_{t-3}) \), and so on. And The hypothesis to test stationarity is:

\( H_0: \delta=0 \) (unit root)

\( H_1: \delta\neq0 \) (unit root does not exist)

Decision Rule:
If \( t > ADF \) critical values, then not reject null hypothesis (unit root exists)
If \( t < ADF \) critical values, then reject null hypothesis (unit root does not exist).
3.2 Cointegration Test

Two or more variables are said to be cointegrated if they share a common trend or we can say the series are linked by some long-run equilibrium relationship from which they can deviate in the short-run but they must return to it in long-run. If two variables X and Y I (1) then the next step to find out they have cointegration. To determine the number of co-integration vectors, Johansen (1988, 1989) and Johansen and Juselius (1990) suggest 2 statistic tests, the first is the trace test and the Second is the maximum eigenvalue test. These tests are calculated as follows:

\[ Y_t = \alpha + \beta X_t + U_t \]  
\[ X_t = \alpha + \beta X_t + U_{tt} \]

Two series \( Y_t \) and \( X_t \) are cointegrated if both series are integrated of say I (1) and the residuals from the cointegrating equation \( u_t \) should be I (0).

3.3 Granger Causality Test

Once cointegration is established, the causality relationship between 2 variables is to be established using Granger’s test of causality. Granger (1969) argues that a variable X is said to cause another variable Y, if current Y can be predicted better by using past values of X than by not doing so. The causality relationship can be evaluated by estimating the following two regression equations:

\[ Y_t = C_0 + \sum_{i=0}^{r} C_i Y_{t-i} + \sum_{j=0}^{s} d_j X_{t-j} + V_t \]  
\[ X_t = C_0 + \sum_{i=1}^{r} C_i Y_{t-i} + V_t \]

Where \( X_t \) and \( Y_t \) are stationary time series, and \( W_t \) and \( V_t \) are uncorrelated white noise series. The causality test to be performed can be stated as:

i) X causes Y if HO: \( \Sigma d_j = 0, j=1,\ldots,s \) can be rejected

ii) Y causes X if HO: \( \Sigma b_j = 0, j=1,\ldots,q \) can be rejected

iii) Bi-directional causality is if both (i) and (ii) hold.

iv) Independent if both (i) and (ii) do not hold.

Following this approach, the null hypothesis (i) and (ii) that is \( \Sigma d_j = 0 \) and \( \Sigma b_j = 0 \) can be tested by through the implementation of F-test follows F distribution with \( n \) and \( T-(m+n+1) \) degrees of freedom. Where:

\[ n = \text{number of lagged terms of independent variable} \]
\[ m = \text{number of lagged terms of dependent variable} \]
\[ T = \text{number of observations} \]
The Granger Causality test is sensitive to choice of lag length. This has been done using model selection criterion such as the Akaike Information Criterion (AIC) and Schwarz Bayesian Criterion (SBC).

4 Empirical Analysis

4.1 Unit Root Test

This involves testing for the stationarity of the individual variables using the Augmented Dickey Fuller (ADF), Dickey Fuller (DF) and Phillips-Perron (PP) tests to identify the existence of unit root in each of the time series. The results of the ADF, DF and PP tests are reported in tables below:

Table 4.1.1 ADF, DF and PP Stationarity test at Levels

<table>
<thead>
<tr>
<th>Variables</th>
<th>ADF (Intercept)</th>
<th>ADF (Intercept and Trend)</th>
<th>DF (Intercept)</th>
<th>DF (Intercept and Trend)</th>
<th>PP (Intercept)</th>
<th>PP (Intercept and Trends)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRGDP</td>
<td>2.8 (3.6) *</td>
<td>1.48(3.5) **</td>
<td>0.52 (2.6) *</td>
<td>0.95 (3.1) **</td>
<td>3.4</td>
<td>1.29</td>
</tr>
<tr>
<td>LRPPE</td>
<td>0.29 (3.6) *</td>
<td>1.35 (3.5) **</td>
<td>0.91 (2.6) *</td>
<td>1.3 (3.1) **</td>
<td>0.47</td>
<td>1.4</td>
</tr>
<tr>
<td>LRNPE</td>
<td>1.56 (3.6) *</td>
<td>5.7 (3.5) **</td>
<td>0.93 (2.6) *</td>
<td>5.7 (3.1) **</td>
<td>2.2</td>
<td>5.8</td>
</tr>
</tbody>
</table>

Source: computed by author by using EViews software

Note: * and ** denotes Significance at 1% level and 5% level and figures within parenthesis indicate critical values respectively. Mackinnon (1991) critical value for rejection of hypothesis of unit root applied.

Table 4.1.1 above shows that all the variables were not stationary in levels. This can be seen by comparison of observed values of the ADF, DF and PP test statistics with the critical values of the test statistics at the 1% and 5% level of significance. The results from that table provide strong evidence of non-stationarity because the calculated statistics are less than the test statistics. Therefore, the null hypothesis is accepted and it is sufficient to conclude that there is a presence of unit root in the variables at all levels.

Table 4.1.2 ADF, DF and PP Stationarity test at First Difference

<table>
<thead>
<tr>
<th>Variables</th>
<th>ADF (Intercept)</th>
<th>ADF (Intercept and Trend)</th>
<th>DF (Intercept)</th>
<th>DF (Intercept and Trend)</th>
<th>PP (Intercept)</th>
<th>PP (Intercept and Trends)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LRGDP</td>
<td>3.8 (3.6) *</td>
<td>4.5 (3.5) **</td>
<td>3.8 (2.6) *</td>
<td>4.5 (3.1) **</td>
<td>3.7</td>
<td>4.9</td>
</tr>
<tr>
<td>LRPPE</td>
<td>7.0 (3.6) *</td>
<td>7.1 (3.5) **</td>
<td>7.1 (2.6) *</td>
<td>7.29 (3.1) **</td>
<td>6.9</td>
<td>7.0</td>
</tr>
<tr>
<td>LRNPE</td>
<td>10.1 (3.6) *</td>
<td>10.0 (3.5) **</td>
<td>10.2 (2.6) *</td>
<td>10.3 (3.1) **</td>
<td>22.3</td>
<td>21.6</td>
</tr>
</tbody>
</table>

Source: computed by author using EViews software 11

Note: * and ** denotes Significance at 1% & 5% level, respectively and figures within parenthesis indicate critical values. Mackinnon (1991) critical value for rejection of hypothesis of unit root applied.

Table 4.1.2 above reveals that all of the variables were stationary at first difference, meaning that the null hypothesis of non-stationary is rejected because the critical values are greater than the test values and it is convincing to accept that the variables are stationary. This implies that the variables are integrated of order one, i.e. 1(1).
4.2 Selection of Lag Length

Before examining the long-run association, there is a need to determine the optimum lag-length of the model. For this purpose, a VAR test is applied and lag length is selected on the basis of both Akaike Information Criterion (AIC) and Schwarz Information Criterion (SIC). As per the guidelines of these 2 criteria, the lower the AIC and SIC are better the model. The table used to select lag length is shown below:

Table 1.4.2.1 selection of leg length

<table>
<thead>
<tr>
<th>Lag</th>
<th>Logl</th>
<th>LR</th>
<th>FPE</th>
<th>AIC</th>
<th>SC</th>
<th>HQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-32.07895</td>
<td>NA</td>
<td>0.001682</td>
<td>2.125997</td>
<td>2.262043</td>
<td>2.171772</td>
</tr>
<tr>
<td>1</td>
<td>107.0329</td>
<td>244.4997*</td>
<td>6.35e-07*</td>
<td>-5.759572*</td>
<td>-5.215387*</td>
<td>-5.576470*</td>
</tr>
<tr>
<td>2</td>
<td>115.2242</td>
<td>12.90740</td>
<td>6.78e-07</td>
<td>-5.710556</td>
<td>-4.758233</td>
<td>-5.390128</td>
</tr>
<tr>
<td>3</td>
<td>121.1076</td>
<td>8.201104</td>
<td>8.51e-07</td>
<td>-5.521671</td>
<td>-4.161210</td>
<td>-5.063917</td>
</tr>
</tbody>
</table>

* indicates lag order selected by the criterion

LR: sequential modified LR test statistic (each test at 5% level)
FPE: Final prediction error
AIC: Akaike information criterion
SC: Schwarz information criterion
HQ: Hannan-Quinn information criterion

Source: computed by author by using EViews software

Table 1.4.2.1 shows the lag orders which are selected by the criterion. According to the guidelines of the model, lag of 2 year is the optimal lag length.

4.3 Cointegration Test Analysis

The results of the cointegration test are discussed in Table 1.4.3.1 below.

Table 1.4.3.1: Part 1: Trace Statistics

<table>
<thead>
<tr>
<th>Null hypothesis</th>
<th>Alternative Hypothesis</th>
<th>Test Statistics</th>
<th>Critical Value</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ho : r&lt;=0</td>
<td>HA : r&gt;0</td>
<td>26.45628</td>
<td>29.79707</td>
<td>0.1156</td>
</tr>
<tr>
<td>Ho : r&lt;=1</td>
<td>HA : r&gt;1</td>
<td>10.84351</td>
<td>15.49471</td>
<td>0.2213</td>
</tr>
<tr>
<td>Ho : r&lt;=2</td>
<td>HA : r&gt;2</td>
<td>2.697625</td>
<td>3.841465</td>
<td>0.1005</td>
</tr>
</tbody>
</table>

Source: computed by author using EViews 11 software

Table 1.4.3.1: Part 2: Max-Eigen value

<table>
<thead>
<tr>
<th>Null hypothesis</th>
<th>Alternative Hypothesis</th>
<th>Test Statistics</th>
<th>Critical Value</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ho : r&lt;=0</td>
<td>HA : r&gt;0</td>
<td>15.61277</td>
<td>21.13162</td>
<td>0.2483</td>
</tr>
<tr>
<td>Ho : r&lt;=1</td>
<td>HA : r&gt;1</td>
<td>8.145882</td>
<td>14.26460</td>
<td>0.3641</td>
</tr>
<tr>
<td>Ho : r&lt;=2</td>
<td>HA : r&gt;2</td>
<td>2.697625</td>
<td>3.841465</td>
<td>0.1005</td>
</tr>
</tbody>
</table>

Source: computed by author using EViews 11 software
It may be seen in the part I and part II of Table 1.4.3.1 that the results of the Trace statistics and Max-Eigen statistics reveals that in the case of all null hypothesis, the Trace and Max-Eigen statistics are less than the critical values and the p-value is also greater than 5%, which means that we cannot reject all of the null hypothesis that there is no cointegration between variables (i.e. alternative hypothesis is accepted which means there is existence of co integration). The cointegration test suggests the absence of a long-run relationship between public expenditure and economic growth.

4.4 Vector Auto Regression (VAR) Model

The VAR model is used to determine the relationship among several variables. For the analysis of data time series which involve more than one variable the Vector Autoregressive (VAR) is used. The 3 techniques needed for using the VAR model in analysis are the Granger causality test, impulse-response analysis, and the variance decomposition method.

After the prediction of the VAR model, the test should be made on error term and the predicted VAR model should be tested to see whether its structure is stable. Hence, before conducting the causality test, the Variance decomposition and Impulse Response Function, we need to determine that values of autocorrelation, heteroscedasticity and normality are within the desirable limits.

Table 1.4.4.1 Statistical Summary of VAR Model (LRGDP) as dependent variable)

<table>
<thead>
<tr>
<th>Test Name</th>
<th>p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Serial Correlation</td>
<td>0.076</td>
</tr>
<tr>
<td>Heteroscedasticity</td>
<td>0.645</td>
</tr>
<tr>
<td>Histogram Normality</td>
<td>0.316</td>
</tr>
</tbody>
</table>

Source: computed by author by using EViews software

Table 1.4.4.1 shows that in first VAR model (GDP expenditure is dependent) serial correlation and heteroscedasticity is absent (i.e. p-value of observed X2is greater than 5%) and the data is also normally distributed because the probability is more than 5%, which is desirable.

Table 1.4.4.2 Statistical Summary of VAR Model (LRPE as dependent variable)

<table>
<thead>
<tr>
<th>Test Name</th>
<th>p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Serial Correlation</td>
<td>0.265</td>
</tr>
<tr>
<td>Heteroscedasticity</td>
<td>0.626</td>
</tr>
<tr>
<td>Histogram Normality</td>
<td>0.773</td>
</tr>
</tbody>
</table>

Source: computed by author by using EViews software

Table 1.4.4.2 shows that in second VAR model (plan expenditure as dependent variable), serial correlation and heteroscedasticity is absent which is desirable (i.e. p-value of observed X2is greater than 5%) and the data is also normally distributed.

Table 1.4.4.3 Statistical Summary of VAR Model (LRNPE as dependent variable)

<table>
<thead>
<tr>
<th>Test Name</th>
<th>p Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Serial Correlation</td>
<td>0.264</td>
</tr>
<tr>
<td>Heteroscedasticity</td>
<td>0.138</td>
</tr>
</tbody>
</table>

Table 1.4.4.3 shows that in the third VAR model (non-plan expenditure is dependent) serial correlation and heteroscedasticity is absent which is desirable and but the data is not normally distributed because the Jarque-Bera probability is less than 5%, which is not desirable.

Table 1.4.4.4 Granger Causality Test Results:

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>F-Stat</th>
<th>Prob</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-plan Exp does not Granger cause GDP</td>
<td>0.91298</td>
<td>0.4126</td>
<td>Accept</td>
</tr>
<tr>
<td>GDP does not Granger cause Non-plan exp</td>
<td>7.22479</td>
<td>0.0028</td>
<td>Reject</td>
</tr>
<tr>
<td>Plan exp does not Granger cause GDP</td>
<td>0.05596</td>
<td>0.9457</td>
<td>Accept</td>
</tr>
<tr>
<td>GDP does not Granger cause plan exp</td>
<td>1.11877</td>
<td>0.3404</td>
<td>Accept</td>
</tr>
<tr>
<td>Plan exp does not Granger Cause Non-plan exp</td>
<td>9.17196</td>
<td>0.0008</td>
<td>Reject</td>
</tr>
<tr>
<td>Non-plan exp does not Granger cause plan exp</td>
<td>0.19770</td>
<td>0.8217</td>
<td>Accept</td>
</tr>
</tbody>
</table>

Table 1.4.4.4 shows that there is short-run unidirectional causal relationship running from GDP to non-plan expenditure and plan expenditure to non-plan expenditure. Further, the p Values of the remaining variables are greater than (p>0.5%), which means there is no causality between GDP and plan expenditure, non-plan expenditure to GDP and non-plan to plan expenditure in India during 1980-2015.

4.4.5 Forecast Error Variance Decomposition

An examination of the variance decomposition of LRGDP in table 1.4.4.5.1 shows that a substantial amount of the variation experienced by LRGDP is attributed to its own shock (100%) in the first period, but the shock fades out gradually to about 92.54% at the end of the horizon. The contribution of Plan Expenditure marginally follows an increasing trend from the first to the seventh period, but decreases until the end of the horizon where it stood at 1.77%. Meanwhile, LRNPE marginally follows an increasing trend and stood at 5.67% until the end of the horizon.
Table no. 1.4.4.5.II Variance decomposition of log of real Plan Expenditure

<table>
<thead>
<tr>
<th>Period</th>
<th>S.E.</th>
<th>LRGDP</th>
<th>LRPE</th>
<th>LRNPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.103914</td>
<td>0.263399</td>
<td>99.73660</td>
<td>0.000000</td>
</tr>
<tr>
<td>2</td>
<td>0.125638</td>
<td>0.187026</td>
<td>99.70404</td>
<td>0.108930</td>
</tr>
<tr>
<td>3</td>
<td>0.143779</td>
<td>0.184484</td>
<td>99.61849</td>
<td>0.197029</td>
</tr>
<tr>
<td>4</td>
<td>0.156066</td>
<td>0.227578</td>
<td>99.55104</td>
<td>0.221385</td>
</tr>
<tr>
<td>5</td>
<td>0.165085</td>
<td>0.346681</td>
<td>99.40025</td>
<td>0.253066</td>
</tr>
<tr>
<td>6</td>
<td>0.172035</td>
<td>0.532441</td>
<td>99.18308</td>
<td>0.284481</td>
</tr>
<tr>
<td>7</td>
<td>0.177461</td>
<td>0.785104</td>
<td>98.89259</td>
<td>0.322311</td>
</tr>
<tr>
<td>8</td>
<td>0.181813</td>
<td>1.10964</td>
<td>98.53391</td>
<td>0.364128</td>
</tr>
<tr>
<td>9</td>
<td>0.185356</td>
<td>1.482273</td>
<td>98.10801</td>
<td>0.409715</td>
</tr>
<tr>
<td>10</td>
<td>0.188301</td>
<td>1.925113</td>
<td>97.61636</td>
<td>0.458531</td>
</tr>
</tbody>
</table>

Source: Computed by author using EViews software

The variance decomposition is shown in Table 1.4.4.5.II about LRPE variable. In the short-run shock to plan expenditure accounts for 99.73% variation of fluctuation in plan expenditure (own shock) in first year and this rate decreases at the end of the 10th period to 97.61%. While the shock to GDP and non-plan expenditure account for 0.26% and 0% variations respectively, in fluctuation in plan expenditure in first year. And this rate increases at the end of the 10th period to 1.92% and 0.45% respectively.

Table 1.4.4.5.III Variance decomposition of log of real Non-Plan Expenditure

<table>
<thead>
<tr>
<th>Period</th>
<th>S.E.</th>
<th>LRGDP</th>
<th>LRPE</th>
<th>LRNPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.360445</td>
<td>0.316369</td>
<td>1.996352</td>
<td>97.68728</td>
</tr>
<tr>
<td>2</td>
<td>0.403102</td>
<td>4.773012</td>
<td>16.76543</td>
<td>78.46156</td>
</tr>
<tr>
<td>3</td>
<td>0.417022</td>
<td>5.017824</td>
<td>21.65469</td>
<td>73.32749</td>
</tr>
<tr>
<td>4</td>
<td>0.418579</td>
<td>5.090205</td>
<td>21.86780</td>
<td>73.04200</td>
</tr>
<tr>
<td>5</td>
<td>0.421647</td>
<td>5.074383</td>
<td>22.90540</td>
<td>72.02022</td>
</tr>
<tr>
<td>6</td>
<td>0.422853</td>
<td>5.114346</td>
<td>23.26047</td>
<td>71.62519</td>
</tr>
<tr>
<td>7</td>
<td>0.423987</td>
<td>5.191571</td>
<td>23.55496</td>
<td>71.25347</td>
</tr>
<tr>
<td>8</td>
<td>0.424943</td>
<td>5.293553</td>
<td>23.76183</td>
<td>70.94461</td>
</tr>
<tr>
<td>9</td>
<td>0.425820</td>
<td>5.414386</td>
<td>23.91891</td>
<td>70.66670</td>
</tr>
<tr>
<td>10</td>
<td>0.426626</td>
<td>5.549909</td>
<td>24.03545</td>
<td>70.41464</td>
</tr>
</tbody>
</table>

Source: computed by author using EViews software

An assessment of the variance decomposition of LRNPE in Table 1.4.4.5.III shows that a large amount of the variations witnessed by LRNPE is attributed to its own shock ranging between about 97.68% to 70.41% within the time horizons, but the shock faded out gradually towards the end of the horizon. The contribution of LRGDP and LRPE follows an increasing trend until the end of the period where it stood at about 5.54% and 24.03% respectively.

4.4.6 Impulse Response Function

The Impulse response function is shock to a VAR system. This function identifies the responsiveness of the dependent variables in the VAR when a shock is put to the error term. A unit shock is applied to each variable and to its effects on VAR system. Impulse response function is discussed in figure 1.4.4.6.I.

Figure 1.4.4.6.I shows the response of GDP to GDP, GDP to plan expenditure and GDP to non-plan expenditure. While it can be also seen that when one-unit shock occurs in LRGDP variable, the response of LRGDP variable is to increase until the end of period. It can be seen that when one-unit shock occurs in
LRPE variable, the response of LRGDP variable is to increase until the 4th period. After the 4th period, it remains constant and positive until the end. When one-unit shock occurs in LRNPE (non-plan expenditure) variable, the response of LRGDP variable becomes 0 in the 1st period and then becomes negative until the end of the period.

Figure 1.4.4.6.1 shows the response of LRPE to LRGDP, LRPE to LRGDP and LRPE to LRNPE. It can be seen that when 1 unit shock occurs in LRGDP variable, the response of LRPE variable is to decrease until the 2nd period. After the 2nd period, it shows an increase until the end of the period. When 1 unit shock occurs in LRPE variable share, the response of LRPE variable to decrease until the end of period but remain positive. And when 1 unit shock occurs in LRNPE variable, a decrease occurs and become negative in (LRPE) variable until the end of period.

Figure 1.4.4.6.1 shows the response of LRNPE to LRGDP, LRNPE to LRPE and LRNPE to LRNPE. It can be seen that when 1 unit shock occurs in LRGDP variable, the response of LRNPE variable is to increase until the 2nd period. After the 2nd period, it starts to decrease and become near to 0 but remains positive until the end of the period. When 1 unit shock occurs in LRPE (plan expenditure) variable share, the response of LRNPE variable is to decrease until end of 2nd period then start to increase in the beginning until the end of the period. When 1 unit shock occurs in LRNPE variable share, a sharp decrease occurs in non-plan expenditure (LRNPE) variable until the end of the 2nd period, then its values becomes almost 0 from the beginning of the 3rd period until the end of the period.
5. Conclusion

The objective of the paper is to investigate the causality relationship between plan expenditure and non-plan expenditure and economic growth. We used the Johansen-Juselius cointegration method to detect a long-term relationship between public expenditure and economic growth and use a unit root test for stationarity. The stationarity test concludes that all variables are stationary at first difference. The results of the cointegration test reveal an absence of a long-run relationship among the stationary variables. The results of the Granger causality tests suggest that there is a causal link between economic growth and non-plan expenditure and plan expenditure to non-plan expenditure which supports Wagner’s hypothesis in India for the time period used under study.

The results of the Forecast Error Variance Decompositions test indicate that innovations in the variables are mostly explained by their own shocks. The impulse responses of the growth rate of Real Gross Domestic Product, plan expenditure and non-plan expenditure with respect to identified shocks (innovations) are consistent with the results of Variance Decomposition Analysis.

Non-plan expenditure comprises 90% of interest payments, subsidies defense expenditure and administrative payments which are non-developmental in nature and do not create any assets in future. Hence, the Indian government should monitor and scrutinize the non-developmental expenditure in nature and place further emphasis on this which should be developmental in its effect. It can be also concluded that non-plan expenditures are related to growth in Indian economy, so the results suggest that, in order to ensure growth of Indian economy, controlled increases in non-plan expenditure should be realized.
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